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I ABSTRACT 

Concepts and considerations in the evaluation of operational decision aids 
are reviewed, and specific approaches to the evaluation of such aids are present- 
ed.   The result is a unified, critical compendium of use to the developers of oper- 
ational decision aids, outside evaluation agencies, and decision aid development 

* progress administrators. 

The purposes of operational decision aids are presented and their charr   - 
teristics are described.   Then, operational decision aid evaluation criteria are dis- 
cussed.   This discussion includes proximal vs. distal criteria, criterion acceptabil- 
ity and how to assure acceptability, criterion generalizability, criterion reliability, 

I criterion objectivity, and criterion quantifiability.     The problem of the "practi- 
cal significance" of a criterion in terms of provision of operationally oriented data 
is treated.     Special criterion problems such as internal vs. external criteria, lo- 
cus of the evaluation, and post facto derived criteria are discussed vis-a-vis de- 
cision aid evaluation.   The use of multiple criteria is suggested because multiple 
measures which support one another are less vulnerable than a unitary measure. 

The major content is concerned with methods for aid evaluation: (1) anal- 
ytic (paper-and-pencil and interview) methods,  (2) experimental methods, and 
(3) quasiexperimental methods.   Within the discussion of each method, a number 
of techniques is considered.   Each technique is elaborated to demonstrate how it 
is applicable to decision aid evaluation, and the strengths and weaknesses are 
discussed, as appropriate, in context. 

The analytic techniques are largely paper-and-pencil oriented and may be 
employed to describe selected traits or characteristics of decision aids by follow- 
ing reductionistic methods.   They assume that an aid can be evaluated in terms 
of its elements and that the benefits of an aid can be understood by studying the 
elements.   Cost Analysis, the Polydiagnostic Method, the Analytic Profile System, 
the Display Evaluation Index, the Perceptual Organization and Reduction Ques- 
tionnaire, multiattribute utility analysis, and interview methods are separately 
discussed, reviewed, and commented on.   Measurement considerations and appli- 
cation generality are treated as related issues. 

Experimental methods are dichotomously discussed as "experimental" and 
"quasiexperimental" with the principal difference being whether the evaluator 
manipulates an independent variable or naturalistic variation is allowed.   Formal 
experimental design is only briefly presented because this topic is covered in a 
wide variety of current texts.   However, special design considerations for de- 
cision aid evaluation are given. 

~ An overview of quasiexperimental designs is presented, and methods for 
trepting quasiexperimental data are elaborated. These include: partial correla- 
tion, multiple regression, cross-lagged correlation, structural equation models, 
and time series analysis. 

Finally, decision aid development is presented within a system develop- 
ment context, and the evaluative methods which seem most appropriate at each 
stage of the system developmental cycle are given. 
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CHAPTER  I 

CONCEPTUALIZATION OF DECISION  AIDS 

Definition of an Operational Decision Aid 

This report is about operational decision aids and how to evaluate them. 
Operational decision aids are found in many different forms and possess vary- 
ing characteristics.    However,  some implications concerning the meaning of the 
term can be abstracted.    To "aid" means to sustain,  to help, or to assist.    In 
the present context, the assistance is to the decision making activity of a de- 
cision maker.    A decision aid helps the decision maker to bring to an end vac- 
illation,  doubt,  and dispute by clarifying choices relative to judgments which 
lead to an action. 

In the present context,  we are concerned with operational decision aids 
in the Navy.    Accordingly,  we are concerned with decision aids which are 
relevant to Navy actions or missions, including their planning and execution. 

Characteristics of Operational Decision Aids 

Within such a definition, operational decision aids possess a number of 
characteristics—at least as they are currently composed. 

The aids are usually computer based and interactive.    The computer 
basing of operational decision aids implies other characteristics.    One of 
these is data base dependency.    This dependency may represent a limiting 
characteristic because the quality of the decision aid's output is, to some ex- 
tent, conditioned by the nature of the information in the data base, its scope, 
accuracy,  dependability,  and how easily it can be updated. 

A decision aid's interactive nature is a token of the fact that it is an 
"aid" or "helper."      It is intended to allow a user (the decision maker) to in- 
teract dynamically with the aid in order to explore alternative courses of ac- 
tion or the consequences of various decisions. 

Aids generally possess a rather complex internal architecture.    This 
complexity is an artifact of and, in many instances,  a mirror of the highly 
diversified considerations inherent in the decision(s) the aid supports.    For 
example,  a Navy decision about how to deploy its own resources must also 
consider items such as the enemy's strength,  disposition, intent, and logistic 
situation along with weather and possible political repercussions.    And, each 
of these factors does not operate in isolation.    Each interacts with others. 
The interactions are often impossible to perceive beforehand or to understand 
after the fact. 

The internal architecture of an aid acts as a high fidelity sounding 
board which applies the same rules and algorithms to different input informa- 
tion and allows the potential consequences of different courses of action to be 



examined.    Obviously,  the amount of assistance provided by this contingency 
examination depends on the veridicality and sophistication of the aid's internal 
logic. 

Another characteristic that seems to be shared by most aids is flexibil- 
ity of i.iput to the user's judgment.    Most advanced decision aids allow per- 
sonal probabilities,  weights, or values to be entered by the user.    The user 
is given some discretion in the entry value(s) of input parameters so as to 
allow the user's judgment, experience, or subjective values to be incorpor- 
ated into the calculation. 

At the simplest level,  weights are employed to modulate scale values 
and influence responses, judgments, or utilities during the aid's calculation. 
Linear models are normally used to implement this modulatory action. 

A related characteristic of decision aids is their reliance on some type 
of simulation model within their internal logic.    Unfortunately, many of the 
models fail to consider all important terms or factors within the total area 
of interest.    Undoubtedly,  this facilitates the development of the aids.    How- 
ever,  the fact that important factors have not been modeled may exact a cost. 
Important first order  and interaction effects  may not be considered in the 
model's algorithms with a resultant barren output. 

Another characteristic of decision aids is their feedback function.  The 
purpose of an aid is   to provide feedback to the user,  who must make some 
sort of judgment.    The feedback must at least sensitize the user to the con- 
sequences of various courses of action.    The importance of the feedback mech- 
anism can be gauged from the Madden and Siegel (1980)  study of an aid de- 
veloped for the Navy.    They reported that the perceived utility of the aid, 
obtained from a multiattribute utility analysis,  appeared to vary directly with 
the adequacy of the aid's feedback functions. 

The Role of Operational Decision Aids 

Strategic,  Tactical, and Contingency Planning 

Depending on their design,  purpose,  and interface structure,  aids 
can support the decision maker in his planning and analysis for strategic, 
tactical, and contingency planning purposes.       Although all aids are not 
equally applicable to all areas, most seem to be specifically designed to as- 
sist,  regardless of area, in assessing tradeoffs between factors of impor- 
tance to the users. 

Strategic planning and analysis can be supported in a number of ways. 
Planning begins with a clear statement of goals.    Often,  the goals can be 
achieved in a number of different ways,  e.g.,  a mission to neutralize an 
enemy task force might be achieved by blockade,  air strike,  surface attack, 



or missile attack.    Each possibility requires very different massing and com- 
mitment of forces.    Aids such as the decision structuring process aid  (Mark- 
hofer,  et al.,   1979)  are designed to facilitate this type of planning.    They 
support the development and analysis of alternative strategies. 

Similarly, operational decision aids can be instrumental in assisting 
tactical planning.    In such planning,  there are intricate and interrelated 
judgments which can benefit from aiding applications,  e.g.,  the composition, 
ordinance,  and armament mix of an attacking force.    Here, the tradeoff and 
analysis capabilities of an aid are particularly useful. 

Contingency planning represents a combination of both strategic and 
tactical considerations and factors. The feedback function and interactive 
aspects of aids support their application to contingency planning. 

Related to strategic,  tactical,  and contingency planning is the prob- 
lem of the timing of an action.    Once a course of action has been decided 
on,  the optimal time to implement the action often becomes a crucial consid- 
eration.    To date,  there have been few aids that attempt to address the 
timing question.    Analytics1 strike timing decision aid  (Glenn 6 Zachary,   1978) 
represents one aid devoted to this purpose.    Aiding judgments about timing 
problems was found to possess some degree of utility  (Siegel 8 Madden,   1980), 
and it may prove that, in the future,  the concept will be applied more frequent- 
iy- 

Training Applications 

While the ultimate use of an operational decision aid is during actual oper- 
ations,  the advantages that such aids can afford to training should not be over- 
looked.    However,  as pointed out by Sinaiko  (1976),  the training advantages 
may not be a sufficient end in themselves.    Sinaiko suggested that the train- 
ing application of aids must be tempered by specifying who is to be trained 
and for what.    Certainly,  training can occur at many levels and for many pur- 
poses.    At the highest level,  the idea of using a decision aid to support fleet 
or task force level operations training seems to represent a suitable application. 
Aids can be employed,  for example, in this context to demonstrate the effects 
of variables on outcomes and payoffs. 

The training capability inherent in decision aids is supported by the re- 
sults of a set of interviews with officer personnel who employed a decision aid 
for research purposes  (Madden 6  Siegel,   1980).    The interviewees indicated 
several training applications of the aid involved:   (1)  as a training device for 
task force commanders,  and  (2)  as a tool for training in plan development. 

As the result of such applications,  the user would gain insight into 
areas to be considered in formulating judgments,  errors within his own de- 
cision process,  tradeoff potentials relative to various situations,  and risk 
minimization. 
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Role of Evaluation During Aid Development 
• 

The body of the present report is concerned with methods for evaluat- 
ing operational decision aids.    The need for objective,  quantitative test and 
evaluation of such aids was emphasized at three levels by Sinaiko (1976) :   (1) 
initial in-house test by the persons responsible for the development of an aid, 

I (2)  test by an independent outside agency,  and (3)  test by an appropriate 
user agency.    This hierarchical evaluation process allows critical and fair as- 
sessment throughout the developmental cycle. 

The various levels may be conceptualized as internal (level 1)  and ex- 
ternal  (levels 2 and 3). 

I 
Internal  Level 

Internal evaluation of operational decision aids has been used with con- 
siderable success relative to a number of objectives.    These include:  determin- 
ing features to be added to or deleted from aid prototypes  (Barclay et al., 

I 1979),  selection of interactive graphic control devices  (Irving et al.,   1976), 
model development (Walsh 6 Schechterman,  1976), testing alternative forms of 
optimzing functions (Schechterman 8 Walsh,  1980), estimating the correspond- 
ence between model output and "expert" judgment (Glenn,  1978),  use of op- 
tion selection matrices to support decision aids  (Kalenty et al.,   1977),  demon- 
strating adaptive decision aiding   (Leal et al.,   1978),  and extending a taxonomy 

I of Naval decisions  (Miller et al.,   1980). 

Generally,  these studies have allowed for insight into possible develop- 
ment,  refinement,  and adjustment of aids during the development stage.    They 
can be conceived as enabling the development of substantially suitable opera- 
tional decision aids and making the aids ready for external evaluation. 

I 
External Evaluation 

External evaluations are performed by some agency other than the devel- 
oper of the aid.    Basically, external evaluations attempt to answer questions 
about the merit of an operational decision aid at a variety of analytic levels. 
At the highest level,  the questions concern the general usefulness of an aid. 
To what extent does it allow a user to make "better" decisions?    Under what 
conditions?    The issues raised by such questions reflect the heart and cen- 
tral purpose of an aid.    Because of the importance of the answer to such 
questions,  rigorous methodologies are employed during the evaluation includ- 
ing direct manipulation of independent variables,  control of error sources, 

I and precise measurement of response variables.    While less rigorous tech- 
niques are often included as a supplement within external evaluations, the 
more rigorous approach is the fundamental ingredient because the external 
evaluation often represents the final test of an aid. 

LL. 



We do not conceive external evaluation as a unitary process.    It may 
take place in steps proceeding from laboratory, through test in a high fidel- 
ity simulator, and culminate in a fleet technical and operational test.     Less 
rigor may be possible in the latter types of external evaluation. 

From a somewhat different point of view, external evaluation may also 
be concerned with the instrumentality of the components of a decision aid. 
What is it about the aid that facilitates its usefulness?   What elements are 
used by the decision maker?    How consistently?    Can a causal relationship 
be observed between a user's decisions and selected characteristics of the 
aid?    To answer such questions, observational data are acquired.    These 
data are employed in a variety of ways to develop models and to evaluate 
the user's policy. 

From a still different point of view, external analysis can answer ques- 
tions related to the perceived utility and goal attainment of an aid.    Do users 
perceive the aid to have utility?    How closely are the goals of the decision 
aid achieved? Is all required information presented?    How well?    How easy is 
the aid to use?   To what extent would users employ it?   How much confidence 
do users have in the aid's output? 

1 



CHAPTER II 

OPERATIONAL DECISION AID EVALUATION CRITERIA 

The choice of criteria against which an operational decision aid may be 
evaluated presents a unique set of problems to the aid evaluator.    Criteria 
are standards against which the merits of an aid are judged.    The ultimate 
criterion for the Navy would allow statements about how much an aid con- 
tributes to success during a combat situation.    However,  such a criterion is 
too remote for practical purposes.    Backing away from this ultimate criterion 
means dealing with more and more intermediate criteria or proximal standards. 
Merit during a fleet exercise represents an intermediate criterion that  (ade- 
quately?)  approximates the ultimate.    If a simulation or laboratory based eval- 
uation is employed, a criterion is involved which is even more remote from the 
ultimate. 

Within each category along this proximal-distal continuum,  a number of 
considerations are apparent.    The decision about a preferred criterion may be 
based,  at least in part, on a number of attributes that an "acceptable" criter- 
ion must possess. 

Aid Evaluative Criterion Attributes 

Aid evaluative criteria must be acceptable,  generalizable, reliable, objec- 
tive,  quantifiable, and analyzable. 

Criterion Acceptability 

In decision aid evaluation, criterion acceptability requires special atten- 
tion because, much more so than the other criterion attributes, acceptability 
is a subjective matter.    Acceptability refers to the degree that aid users will 
accept a criterion as an index of merit or relevance.    Acceptability implies a 
value judgment—a reaction in terms of a subjective value assessment rather 
than in terms of objective characteristics.    Accordingly, in evaluating the ac- 
ceptability of a criterion, opinions about the criterion must be obtained from 
all stakeholders.    Often, the criterion must reflect the divergent (and some- 
times conflicting) opinions of these stakeholders. 

This collectivistic approach rests on the assumption that defining or 
working out the details of the standards takes into consideration the views 
&.id needs of at least three important groups:  (1) the developers of the aid, 
(2) its users, and  (3) the evaluators. 

Each group can make an important contribution to the criterion choice. 
Certainly, the goals or purposes of the developers of an aid are an essential 
ingredient in any aid evaluation.    User's needs must be expressed because 
they are the latch-pins around which the aid must work.    The evaluator will 



also possess special needs which reflect evaluation cost constraints, time con- 
straints,  data collection constraints, and evaluation design considerations. 

Critically evaluating a criterion's acceptability also provides a practical 
secondary benefit.    It allows the criterion developer to reflect the various 
personal views of the interested parties.    The results may be that each stake- 
holder, perceiving his individual contribution to the criterion choice, will be 
more able to identify with the criterion and will be more likely to accept find- 
ings based on it. 

Ceneralizability 

The importance of the generalizability construct can be appreciated in 
the context of statements by Feigl (1951), who called generalizations "empiri- 
cal laws" and by Nagel (1967),  who referred to generalizations as "experi- 
mental laws."    This suggests the importance of a generalizable criterion to 
allow for "lawful" statements.    Although Wolman  (1973)  argued that such 
statements are not laws but rather are simply inductive statements which 
draw strength on the basis of evidence, the importance of the generaliz- 
ability construct to criterion choice does not seem to be disputable. 

Criterion Reliability, Objectivity,  Quantifiability,  and Analyzability 

The final features of criteria, reliability, objectivity, quantifiability, 
and analyzability are products of the logical-rational-empirical epistemologies 
basic to science. 

Reliability refers to the complex property of a series of measurements 
that makes it possible to obtain similar results upon repetition of the meas- 
urements.    A reliability statement provides information about the degree of 
repeatability of the measurements and how free they are from random vari- 
ability . 

Objectivity refers to the characteristics of a criterion which makes its 
measurement bias free and impersonal.    As such, objectivity is related to 
quantifiability, which is concerned with the type of scale which the meas- 
urement yields.    Because criterion data are generally reduced and treated 
by one or more statistical techniques, an underlying measurement scale is 
generally required which possesses ratio scaling properties. 

An analyzable criterion is one which allows the determination of a 
variety of subscores as well as a total score.    This characteristic provides 
the evaluator with insight into why an aid receives a given total score, i.e., 
the criterion aspects most and least affected by the decision aid. 

—   ""       ii 



Criterion Significance 

In order to develop a criterion which possesses the several character- 
istics detailed above, the evaluator may find himself entrapped with a trivial 
criterion.    Ultimately, adoption of a decision aid depends on operationally ori- 
ented statements, e.g., use of the aid results in a 20 percent decrease in the 
total cost of an operation, use of the aid results in a 50 percent increase in 
the number of enemy targets destroyed with a 7 percent decrease in own loss. 
Accordingly, the criterion should lead to or provide a basis for such operation- 
ally oriented statements. 

Internal vs. External Criteria 

By virtue of their design, many decision aids provide an internal criteri- 
on of user decision effectiveness.   Often, aids involve an internal model which 
simulates a system and provides a recommended solution on the basis of a the- 
oretic model, e.g., game theory, expected utility, or tradeoff analysis.   When 
such a model is available, the user's decision may be compared with the prefer- 
red answers given by the internal model.   A criterion based on such an approach, 
which is certainly tautological in nature, is called an internal criterion. 

The use of such an internal criterion for evaluative purposes raises a 
number of interpretive problems.     If the user makes decisions which agree 
with the internally generated recommendations of the aid, is the user satisfied 
with these decisions or has the user been seduced by the magic of the medi- 
um? 

Operational decision aids are, after all, very sophisticated and virtually 
reek with the sparkle of modern technology and the authority of science.   It 
seems possible that if a decision aid has these implicit attributes, then using 
the aid could create demand characteristics sufficiently strong to induce the 
user to accept, almost blindly, the aid's predictions. 

External criteria are independent of the aid itself and represent a stand- 
ard against which decisions made with and without the use of the aid can be 
compared.   For example, in one study (Siegel 6 Madden, 1980), the criterion 
consisted of the decisions reached by a panel of experts about a set of scenar- 
io related problems.   Within the evaluation process, the same problems and sce- 
narios were employed, and the results were compared with the criterion data 
when an aid was used and when it was not used.   However, if decisions made 
by experts do not agree with aided decisions made by others, is it proper to 
conclude that aided decisions are inadequate?   Possibly, the aided decisions 
are superior to those made by the experts. 

Locus of the Evaluation 

Where the evaluation is conducted will also affect the choice of criterion. 
If the evaluation is conducted in a laboratory, a criterion can be selected which 



possesses many of the psychometric characteristics described earlier.   But, the 
results of a laboratory based evaluation may be less acceptable than one con- 
ducted in a more operationally oriented environment and in which the criterion 
is less psychometrically defensible.   While the realism and fidelity of the evalua- 
tion are directly related to the acceptability of the results, they are inversely 
related to other criterion requisites.   For example, one would be more willing 
to generalize from war exercise results to the combat situation than from a lab- 
oratory study to the combat situation. 

Of course, it is possible to evaluate successively an aid along a progres- 
sion which reflects realism/fidelity.    One can perform an initial evaluation in a 
controlled laboratory study, and then, depending on results, proceed to a sim- 
ulator based evaluation and finally perform an evaluation under operational con- 
ditions . 

Other Criterion Problems 

Keen (1975) suggests that post facto benefits analysis is not a suitable 
method for evaluating decision aids.    Criteria derived after an aid is developed 
are considered to be unsuitable by Keen.    He argues that an aid's purposes 
and how to assess their achievement should be a consideration before the actual 
development begins.   The standards or criteria should be used throughout the 
development process to ensure that the aid meets the requirements.   In addi- 
tion, once an aid is sufficiently developed and ready for more rigorous testing, 
the criteria should be used to assess usefulness. 

Criterion Choice and Multiple Criteria 

The characteristics of an acceptable criterion do not subsume all consid- 
erations involved in the choice of a criterion.    On the other hand, they do pro- 
vide a basis for eliminating the more obviously unsuitable possibilities.   The 
criterion choice will, in many ways, be dependent on the approach to the eval- 
uation, the design of the evaluation study, and the goals of the evaluator.   Is 
he interested in the relative efficiency of alternate aid designs?   Is he interest- 
ed in the extent to which the aid meets the developer's goals?   The user's needs? 
Each of these will lead to the selection of different criteria.   In prior work, the 
present authors assumed that usefulness is the dimension along which decision 
aids should be evaluated.   The use of this attribute flowed from goals which 
sought to evaluate the potential of preliminary aids, as representative of classes 
of aids, rather than the absolute value of the aids in question. 

In any event, the criterion choice will temper the "acceptability" of the 
results of the evaluation.   Accordingly, the choice of criterion is like a game of 
Russian roulette.   If the evaluator loses (selects the wrong criterion), the re- 
sult will be disasterous to him.   For this reason, multiple criteria are often 
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recommended.   This approach not only allows the evaluator to hedge his bets, 
but also allows him a fall back position.   Finally, it allows a measure of con- 
vergent validity.   Two different measures which mutually support each other 
are less vulnerable than either method alone. 

Prologue to Subsequent Chapters 

In the next two chapters, three different general categories of methods 
for aid evaluation are described and their various strengths and weaknesses 
are probed.    Chapter III discusses analytic methods, while Chapter IV pre- 
sents experimental/quasiexperimental methods.   Within each chapter, a num- 
ber of techniques is considered.   Each technique is elaborated to demonstrate 
how it is applicable to decision aid evaluation.   The strengths and weaknesses 
of the various techniques are discussed in context. 
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CHAPTER III 

ANALYTIC METHODS FOR DECISION AND EVALUATION 

Analytic methods for decision aid evaluative purposes constitute a set of 
techniques which are largely paper-and-pencil oriented, attempt to describe 
traits or characteristics by following reductionistic methods, and tend to repre- 
sent ways to assess selected attributes of an aid.   One common assumption of 
such techniques is that an aid can be evaluated in terms of its elements and 
that the benefits of an aid can be understood by studying the elements.    Some 
of the techniques also assume that the verbal behavior of individuals can be 
used to form a reliable index of an aid's attributes.    The techniques are gen- 
erally structured to sample specific data about the attributes of an aid. 

Cost/Benefit, Cost Effectiveness, and Cost/Utility 

Cost/benefit, cost/effectiveness, and cost /utility analyses attempt to an- 
swer the question, "Is it worth the cost?" 

Levin (1975) distinguished among cost/benefit, cost/effectiveness, and 
cost/utility as follows: 

While  cost/benefit  analysis enables  a direct  com- 
parison of  costs and benefits  stated  in monetary 
terms and cost/effectiveness represents an attempt 
to evaluate directly the costs of alternative ways 
of achieving particular outcomes,  cost/utility anal- 
ysis incorporates the decision maker's subjective 
views  in valuing the outcomes of alternative strate- 
gies."   (p.94) 

The merit of each of these techniques is dependent on the integrity of each nu- 
merator and denominator in the respective ratio.   Cost forms the numerator, 
the denominator, or both in all three of the ratios.   Monetary information is of- 
ten difficult to acquire and monetary estimates are notoriously faulty.   Accord- 
ingly, the attractiveness of these cost oriented approaches may be misleading. 

It is also clear that each of the denominators represents a different frame 
of reference.    The cost/effectiveness approach seems most appropriate for eval- 
uating costs of reaching a given decision of given quality (an objective specified 
in advance) with and without reliance on a given decision aid.   However, a com- 
plementary interpretation of cost /effectiveness can consider constant costs and 

11 

I 



examine increments or decrements in decision effectiveness as a function of al- 
ternative means.   The cost/benefit approach seems most appropriate when bene- 
fits can be accurately stated in monetary terms and cost/utility analysis seems 
most appropriate for assessing the user's appraisal of decision aids with vary- 
ing features and of varying degrees of sophistication. 

While the three approaches are by no means mutually exclusive, each 
seems appropriate for some aspect of operational decision aid evaluation and 
combinations, especially in sequence, seem particularly meaningful.   For exam- 
ple, cost/benefit assessment subsequent to establishing basic cost/effectiveness 
seems advisable.   In turn, cost/utility assessment, qua acceptability, may be an 
essential prerequisite for both. 

Cost Determination 

A decision aid considered for actual and significant use will, in most cases, 
be computer based.   In effect, it will be a type of decision model (software) im- 
plemented largely within a general purpose environment (hardware).   In some 
cases, special hardware (e.g., display, communication) might be involved. To 
the extent that these special hardware system components are not off-the-shelf 
adjuncts, the associated costs will be for: 

• design 
• construction 
• maintenance 

The aggregate costs for these purposes can be considered separately, as an in- 
crement to overall hardware costs. 

The cost categories of major interest will be those associated with software, 
i.e., designing and programming the decision aiding model.   Siegel and Wolf (1981) 
suggested the following relationships for costing any sort of computer model: 

Life Cycle Cost 
LCC = MDC + MTC + MMC + I MUC_ 

n   n 

Model Development Cost 
MDC = MCC + MPC + MDAC + MDDC 

Model Test Cost 
MTC = MSTC + MVTC 

Model Maintenance Cost 
MMC = MEC + MECC + MMDC 

Model Utilization Cost 
MUC = RSC+ I  (CMC. • CTR.) 

3    3     Du 

c 
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Model Conceptualization Cost 
MCC = (XDLH. • DLR.)  + MTO 

xi     l c     c 

Model Programming Cost 
MPC  =   (I   PLH.  «PLR.)      +   £CMC.    • CTR. + MTO 

I l 1 p       3 j D P 

Model Sensitivity Test Cost 
MSTC = I  (TLH. • DLRJ  +  (CMC.-CTR.)  + MTO 

II is       D    D S      s 

Model Validation Test Cost 
MVTC = £ (TLH. • DLR.)  +  (CMC* CTR.)  + MTO 

ll     IV       D    3 s     s 

where: 

n 

MDC 

MTC 

MMC 

n 

MUC 

MCC 

MPC 

MDAC 

MDDC 

MSTC 

MVTC 

MEC 

MECC 

MMDC 

c 

P 

s 

V 

u 

i 

DLH 

DLR 

MTO 

Model Development Cost 

Model Test Cost 

Model Maintenance Cost 

Number of Model Applications or Uses 

Model Use Cost 

Model Conceptualization (problem definition) Cost 

Model Programming Cost 

Model Data Acquisition Cost 

Model Design Documentation Reporting Cost 

Model Sensitivity Test Cost 

Model Validation Test Cost 

Model Enhancement Costs 

Model Error Correction Costs 

Model Maintenance Documentation Costs 

Conceptualization phase 

Programming Phase 

Sensitivity Test Phase 

Validation Test Phase 

Utilization Phase 

Personnel Types Involved 

Design Labor Hours 

Design Labor Rate 

Material, Travel and Other Costs 
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PLH = Programming Labor Hours 

PLR = Programming Labor Rate 

CMC. = Cost of Computer Related Elements Per Unit Time 
(computer, memory, line, costs) 

j = Types of Computer Related Costs 

CTR. = Time Required of Computer Related Elements 

TLH = Test Labor Hours 

TLR = Test Labor Rates 

RSC = Run Setup Cost 

Tradeoffs 

When cost figures are available, various tradeoffs may be completed. 

In the general case, possibly the greatest advantage of decision aids lies 
in their ability to provide the basis for economical increase in man-machine equip- 
ment system performance.   Figure 1 presents a hypothetical representation of the 
gain in system effectiveness when various amounts of money are invested either 
in physical design improvement or in decision aid implementation for the operator 
of the system.   In the illustrative example, if less than about 300 cost units are 
available, the system manager would be well advised to invest most, if not all, 
of his available funds in a decision aid development rather than physical equip- 
ment redesign.   In the 450 cost unit area, physical design improvement produces 
an increase in system effectiveness that equals the gain to be anticipated from a 
decision aid. 

35 

A EFFECTIVENESS 

IN PERCENT    25 

INCREASE 

OVER 

BASELINE 

OPERATOR 
DECISION 
AIDING 

200 300 400 

INVESTMENT IN COST UNITS 

500 600 

Figure I. HypotheticoI example of tradeoff between decision aic.ng and physical 
equipment redesign. 
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When more than 450 cost units are available for improvement, these data 
show the best investment to be in a physical redesign.   Note that the asymptotic 
situation is achieved for both alternatives in the range of 500-600 cost units.   Ex- 
emplary of the type of tradeoff   are the not-so-obvious results generated from the 
Figure 1 data.   These are shown in Table 1.   For each level of funding available 
for system improvement, Table 1 shows the way to greatest payoff: 

0-300 cost units - buy decision aids 

450 cost units - buy training or physical redesign 

500 cost units - buy physical reL jsign 

Table 1 also shows that no advantage can be gained by applying more than 1200 
cost units and that the largest payoff in terms of A effectiveness per unit funding 
applied is in the 200 cost unit range (see* Table 1). 

Table 1 

Value of A Effectiveness Resulting from the Best Choice of Funds Application for 
 Given Amount of Funds Availability (Hypothetical Example) 

If this no. of 
cost units were 
the available 
funding  for 
improvements 

100 
200 
300 
400 
450 
450 
500 
600 
700 
800 
900 
900 

1000 
1100 
1200 

and these  funds were 
divided among: 

the resulting The ratio A ef- 
Physical Decision A e ffective- fectiveness/cost 
Redesign Aids ness would be: unit  is  then: 

0 100 8 .080 
0 200 18 *. 090 
0 300 23 . 077 
0 400 26 . 065 
0 450 27 .060 

450 0 27 .060 
500 0 32 .064 
500 100 40 .067 
500 200 50 .071 
500 300 55 .069 
500 400 58 .064 
600 300 58 .064 
600 400 61 .061 
600 500 62 .062 
600 600 63 .063 

15 

J^ 



User Reaction 

A variety of techniques is available for obtaining information about the 
specific attributes and the general utility of an aid.   Each depends on som fa- 
miliarity with the aid and most yield a quantitative score.   The interpretation 
of these scores is often left to the evaluator.   Norms are usually not available. 
Accordingly, the techniques seem most applicable to the comparative evalua- 
tion of alternate aid designs or of alternate aids.   Nevertheless, application of 
one or more of the techniques to an individual aid should yield considerable 
insight about the attributes and the deficiences of that aid. 

Quite obviously, it is not possible to include here all such techniques 
or even a full description of the selected techniques.   Nevertheless   a vari- 
ety of such techniques is presented below in order to provide insight into the 
range of techniques available.   Each included technique was selected because 
it is somewhat unique.   Original sources are cited within the discussion of each 
technique for the benefit of the evaluator who wishes a fuller description of 
the technique described. 

Polydiagnostic Method 

The Polydiagnostic Method was developed by Bennett (1956) as a multi- 
variate social and clinical research tool.   It is included here because the tech- 
nique possesses a degree of novelty.   The method seems appropriate for as- 
sessing reactions to the design features of an aid. 

Basis for Method 

According to Bennett, a number of subjective forces influence a user's 
reaction to a product.   Product design is assumed to be assessible through 
a number of levels of user acceptance.    Bennett developed three concepts for 
analyzing acceptance:  (1) the "personality" of the design,  (2) the user's per- 
sonal reactions to the product, and (3) the reactions that users predict for 
other possible users of the product. 

The concept that design products are perceived to have "personalities" 
appears to be based on common sense.   Just as people can describe their im- 
pressions of the nature of friends, they can describe this impression of "an 
aircraft, a suit of clothing, or a typewriter" (Bennett, Kemler et al., 1958). 

The second concept in acceptance is centered on the personal reactions 
or feelings of users relative to the product.   Are users satisfied or dissatis- 
fied with the product?   What are the high points of their reactions?   Does the 
design engender positive or negative attitudes about the product?   Knowledge 
of these feelings can direct designers to the product's assets and liabilities. 
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The third concept is concerned with how a user perceives the reactions 
of other users toward the product.   This is taken to indicate ".. .what do the 
users see as the general acceptability of a design product, aside from their 
own particular feelings?" 

If, as assumed by the Polydiagnostic Method, the acceptance or rejection 
and success or failure in a design effort is a function of subjective feeling and 
thinking, then some means of measuring these socio-psychological experiences 
is required.   The essence of the method is that in order to understand how the 
users feel and think about a product, they must make judgments.   The impor- 
tant point of the method is to make the judgmental task objective, structured, 
and quantitative.   This increases the probability of achieving an acceptable 
evaluation. 

Bennett recognizes the inherent need for precise data on "feelings and 
impressions" and indicates that the most effective techniques for "obtaining 
objective information relevant to subjective experience" are the psychophysi- 
cal methods. 

Application of the Method 

The Polydiagnostic Method is a special case of the method of multiple 
forced-choice rankings.   It combines principles developed from the psycho- 
physical rating, ranking, and choice methods.   The steps in the application 
of the method, as described by Bennett, Kemler et al.,  (1958), are: 

1. A number, n, of qualities important to the specified problem 
is selected to function as a set.   An unlimited number of n 
quality sets can be selected. 

2. A number, m, of items to be studied (decision aids) is defined. 

3. A number, h, is selected which consists of steps, degrees, or 
points on the proposed rating scales.   The number, n, must 
be divisible by h. 

4. Each set of n qualities is presented to a user. 

5. The user is asked to select q of the n qualities in each set 
according to some instruction, e.g., the q qualities that 
best describe the product.   The value q is determined as 
equal to n, divided by the number, h, of rating scale cate- 
gories . 

6. From the n-q remaining qualities, q more are chosen follow- 
ing the same instruction. 

7. This process of choosing q qualities in each set continues 
until q qualities remain. 
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Each of the qualities chosen in the first set of q are assigned 
an ordinal score of q-1.   The next q qualities are scored q-2, 
and so forth until the final uhchosen qualities are scored q-q 
or zero. 

Group means are calculated by quality and displayed for convenient com- 
parison as shown in the example below: 

Least 

Quality 

Useful 

Easy 

Helpful 

Practical 

2 

Most 

In this example, a five point scale is used, and 2 is the expected value of 
each rating if chance factors alone operate.       The dashed lines represent bound- 
aries above or below which scores are significantly (level of confidence = .05) 
different than the chance mean. 

Advantages and Disadvantages of Method 

There are a number of advantages and some disadvantages in utilizing the 
Polydiagnostic Method as a tool for evaluating decision aids.   The major advan- 
tages of the method include its objectivity and flexibility, along with its ability 
to quantify very complex judgments in a direct manner. 

The disadvantages of the Polydiagnostic Method relate to the type of data 
it yields, the problem involved in solocting qualities, and the choice of the par- 
ticipants.   Although collected by sophisticated techniques, the data yielded do 
not allow for a statement of causal relationships.   For example, one cannot know, 
except by extrapolation, that "acceptance" is caused by quality "XI'      One ob- 
serves an association but causality must be presumed. 
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Selecting qualities to be judged presents a problem because the selection 
may introduce evaluator bias.   The result may be a neglect of important qual- 
ities.   The choice of qualities, accordingly, needs to be fully verified for com- 
pleteness in consultation with all stakeholders in the evaluation.   Once a list of 
qualities is verified and found to be thorough, application of the technique be- 
comes almost mechanical. 

The final area of concern relative to the disadvantages of the Polydiag- 
nostic Method is the effects of the users in the evaluation.   In decision aid eval- 
uation studies, it is not necessary that ultimate users serve as participants so 
long as those that participate have broad operational and practical experience 
in the area which the aid supports.    However, direct analysis in terms of cur- 
rent practice requires the participation of currently fluent users.   Only those 
using the current standard operating procedures can be expected to make rea- 
sonable assessments of an aid vis-a-vis these procedures.    This type of partici- 
pant experience also seems necessary for acquiring information about the charac- 
teristics of the "ideal" decision aid for a given purpose.   Otherwise, a misleading 
set of data may be obtained. 

Application Examples 

It becomes evident that the Poly diagnostic Method may be employed to 
provide a subjectively based assessment of an aid's strong and weak qualities. 
In addition, the method can be used for comparative evaluations.    Here, the 
same replicating conditions, questions, and qualities would be used but for 
two or more aids or aid designs.   In the same vein, Polydiagnostic Method may 
be employed to compare an existing decision aid with the user's "ideal" con- 
ception of the aid. 

The prior uses of the method are concerned with analyzing the overall 
"personality" of an aid. A modified use of the method is also possible.   A di- 
mension or quality can be selected and that quality can be evaluated.   For ex- 
ample, display adequacy is one quality of a decision aiding system.    The dis- 
plays may be assessed along any quality dimension which the evaluator be- 
lieves to be important, e.g., utility, readability, adequacy of content, com- 
pleteness, etc. 

The Polydiagnostic Method can be used to evaluate an aid in isolation, 
comparatively, or in some combination of both approaches.   For example, as- 
sume that three options are under consideration: (1) current, unaided stand- 
ard operating procedures,  (2) current procedures with an available aid, and 
(3) current procedures supplemented by an "ideal'1 aid.   The Polydiagnostic 
Method could provide important information relative to the choice of option. 

i 
Overall Summary and Evaluation 

It is apparent that the Polydiagnostic Method offers a flexible approach 
to decision aid evaluation when subjective opinions and reactions are sought. 
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The method's flexibility enables evaluation of an aid or comparative evaluation 
from a diversity of perspectives.   A number of qualities may be assessed by ap- 
plication of the technique.   While the choice of qualities may be subject to eval- 
uator bias, the various Bennett studies (e.g., Allen, Bennett et al.,  1959) sug- 
gest that such problems are not disqualifying. 

There is little reason to believe that the reliability and the validity of the 
data yielded by the technique will not be equal to, if not greater than, that yield- 
ed by other subjective/interview methods.    However, reliability investigation 
should probably be included within any individual use of the method.   Validity 
will vary from use to use and with the user's intelligent choice of qualities for 
investigation. 

Analytic Profile System 

The Analytic Profile System (Siegel, Fischl et al., 1975 ) is an objective, 
paper-and-pencil technique for deriving an indication of the human factors ade- 
quacy of visual displays.   It is included here as an example of a structured 
questionnaire.   The system is derived from a multidimensional scaling analysis 
of the interface between a display and its observer.   The multidimensional scaling 
analysis indicated the display-observer interface to be describable in terms of 
seven unique dimensions:  (1) stimulus numerosity,  (2) primary coding,  (3) con- 
textual discrimination,  (4) structure scanning,  (5) critical relationships,  (6) 
cue integration, and (7J cognitive processing activity.   Descriptive items (a 
brief prose statement about an aspect of a display) were written which reflect 
the meaning of the various display dimensions.   A large number of items was 
developed and scaled.   From these, final items were selected on the basis of 
reliability and homogeneity.   Then, a final instrument was assembled in forced 
choice format and validated: concurrent validity, r = .75; predictive validity, 
phi = .87.    Accordingly, the Analytic Profile System appears to have been rath- 
er carefully developed and validated.   It makes satisfactory use of the forced 
choice and the factor analytic techniques and seems to possess acceptable psy- 
chometric characteristics. 

Advantages and Disadvantages of the Analytic Profile System 

The care devoted to the construction of the system (Fischl 6 Siegel, 1970; 
Siegel, Fischl et al., 1975) supports a contention favoring confidence in the in- 
dications of its application.    The system does not possess the flexibility identi- 
fied with the Polydiagnostic Method.   However, the Analytic Profile System per- 
mits a complete examination of an aid's displays relative to each of the seven in- 
formation transfer factors it considers.   The system permits an independent 
analysis along the seven dimensions.   The result is a score for each dimension 
that is directly interpretable in terms of the display-observer interface ade- 
quacy, e.g.,   a low score on the Cue Integration dimension suggests that the 
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aid's displays do not facilitate the function of information integration.   According- 
ly, the Analytic Profile System provides a direct indication of areas of needed im- 
provement.   In addition to the scores corresponding to the separate dimensions, 
a score is made available which represents the overall adequacy of the displays 
under consideration.    This score can be useful in a variety of comparative and 
relative analyses. 

The Analytic Profile System is easy to apply.   If the technique is used to 
assess existing displays, then no preparation is necessary.    However, if the 
evaluator's purpose is to compare a present display with some nonextant alter- 
native, then consideration must be given to the design of the alternative display. 

The drawback of the Analytic Profile System appears to be that it does not 
provide direct information about how a display might be improved.   Each dimen- 
sion score indicates the degree to which a display reflects the requirements of 
that dimension.    However, given a low score, the technique does not state how 
to improve the display.   This insight is left for the display developer to provide. 

There may be aspects of the display-observer interface which are not eval- 
uated by the Analytic Profile System.   Accordingly, it does not seem that the 
Analytic Profile System can be employed as a sole evaluative technique. Rather, 
it seems that it represents a useful accessory to other evaluative techniques and, 
as such, provides information that is not provided by these other techniques. 

Moreover, the technique is only applicable to display-ob server interface 
analysis.   Other aid aspects cannot be analyzed by this technique. 

Evaluation Applications 

Given the dimension scores and the total score yielded by the Analytic 
Profile System, several decision aid applications can be given. 

The Analytic Profile System can be employed to evaluate a display from 
the absolute point of view and to answer questions such as: How adequate is 
the display? On what dimension is it weak? On which is it strong? Answers 
to such questions provide insight into areas for needed display improvement. 

The potential of the Analytic Profile System for comparative evaluation 
is also apparent.   Two or more alternative displays can be objectively assessed 
for their relative merit through Analytic Profile System application.    Similarly, 
the Analytic Profile Systems can be employed to assess the improvement brought 
about by modification of an individual display.   Here, values taken before and 
after display modification would be compared. 
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I 
Display Evaluation Index 

The Display Evaluation Index (Siegel, Miehle et al., 1964) was developed 
as a technique for evaluating a system's information transfer capability.   Its 
goal is to assess the ability of displays to transfer information to operators and 
of the operator to process the information and perform the required and appro- 
priate control action(s).   The index provided by the Display Evaluation Index 
possesses both concept and empirical validity.   The index is based on a number 
of information transfer principles.   Each principle has been shown to possess 
construct validity (Siegel, Miehle et al.,  1964).   The principles incorporated 
within the Display Evaluation Index are: other things being equal, that system 
is best which: 

1. requires the least operator information processing per 
subtask unit 

2. has the greatest directness between information trans- 
mitters (displays) and receivers (controls) 

3. has the least difference between the amount of informa- 
tion presented by an indicator and that required by a 
control action 

4. provides for redundancy of information 

5. requires the least intermediate data processing by the 
operator before he can perform the required control 
action 

6. has the least number of information sources and sinks 

7. imposes the least amount of time stress on the operator 
as he performs the information processing 

8. has the least number of transfers which cannot be ac- 
complished within a prescribed time 

9. possesses the least number of critical transfers 

10.  has displays and controls that are optimally coded. 

The Display Evaluation Index is based on the assumption that system de- 
sign aspects, as reflected in the principles, affect the operator's ability to per- 
ceive displayed information, process it, and take the appropriate action.   These 
form the basis for deriving scores called complexity, directness, data transfer, 
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encoding, time, match, and critical links.   Each score is an expression of one or 
more of the principles, e.g. , the time score reflects principles 7 and 8.   The 
scoring is accomplished through well-defined procedures using quantitative for- 
mula.   The resultant scores are entered into a formula which produces the final 
index.   Accordingly, the method makes available seven subscores, one for each 
factor and a total score—the index. 

Use of the Display Evaluative Index 

The method can be used to investigate the information transfer character- 
istics of an aid in relationship to each factor.   Additionally, the total score pro- 
vides an overall index of merit.   Those factors that are well integrated within a 
display can be ascertained as well as those that detract from information trans- 
fer.   This means that questions can be answered about why an aid's display 
and display-control relationship need improvement. This capability derives from 
the relation between each subscore and one or more of the information transfer 
principles. 

In a decision aid, there are often any number of displays, each different 
from the others.   An evaluator might want to know how effectively each display 
meets the information transfer needs.   The Display Evaluation Index technique 
seems appropriate for this purpose. 

Another use of the Display Evaluation Index technique in decision aid 
evaluation is comparative evaluation of alternate displays and the associated 
actions.    Since the technique considers both displays and the associated ac- 
tions, it would seem particularly applicable to menue evaluation, error displays, 
and cueing displays as included in many decision aids. 

Advantages and Disadvantages of the Display Evaluation Index 

As for the two'prior techniques, the Display Evaluation Index method is 
standardized both in terms of method of application and method of scoring.   It 
is objective and its construct validity derives from the principles on which it 
is based.   The empirical validity of the method was investigated in a number of 
studies (Siegel 8 Federman,  1967, Siegel, Miehle et al.,  1963) and found to be 
adequately high.    Similarly, the interanalyst agreement for moderately well - 
trained analysts was reported to be quite acceptable (Siegel, Miehle et al., 
1964).   The technique is applicable while an aid's displays are in the conceptu- 
al stage of development.   Hence, the method can be employed as a diagnostic 
tool for individual display improvement or for comparative evaluation of alter- 
nate displays early in the decision aid development cycle. 
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Application of the Display Evaluation Index technique require? composition 
of a "transfer chart."   This chart is a symbolic representation of the information 
transfer involved in aid use and constitutes a basic tool for using the method. 
The chart symbolically represents the displays, the controls, the links between 
the two, and the information processing involved within each link.   Bias may be 
injected into the method:  (1] in the development of the transfer chart, and (2) in 
the selection of analysts.   In spite of the quite acceptable interanalyst agreement 
reported by the method developers (Siegel, Miehle et al.,  1964), it remains pos- 
sible that different analysts might not always produce the same end products.   In 
aid evaluation, this issue may best be addressed by using a reasonable number of 
analysts who are reasonably independent from the aid's primary developer.   This 
procedure would allow the development of an index of interanalyst agreement be- 
for employing the various scores for aid evaluative purposes. 

Finally, while the Display Evaluation Index technique yields a total score 
and a set of subscores, translation of the scores into display-observer inter- 
face improvement is left to the analyst.    Hence, the technique is diagnostic but 
not prescriptive.   While subjective diagnosis represents an unquestionable ad- 
vantage, it is not a sufficient end in itself.   As for the prior two techniques, 
the Display Evaluation Index cannot be judged to be a stand alone technique for 
decision aid evaluation. 

Shalit Perceptual Organization and Reduction Questionnaire 

The Shalit Perceptual Organization and Reduction Questionnaire (Shalit, 
1978, 1979) yields a quantitative assessment of the degree of perceptual organi- 
zation and a qualitative assessment of the structure of certain defined aspects 
of a person's environment.   While not designed for and not previously employed 
in person-equipment interface evaluation, the technique has a number of attri- 
butes which make it interesting in this context.   The Shalit technique is design- 
ed to analyze dimensions of the "perceptual structure of a specific universe" 
(Shalit,  1979).    In the context of the present work, the decision aiding device 
and the operational context would constitute the "environment." 

Shalit (1978) attempted to add to Kelly's (1955) concepts by considering 
the difficulty involved in coping with a variety of situations.   The situations 
involve different demands which are described in terms of three dimensions: dif- 
ferentiation, articulation, and loading.   Differentiation relates to the number of 
factors perceived in a situation; articulation is the range and clarity with which 
the factors are ranked, and loading is the positive or negative emotional tone 
associated with a situation.   Shalit (1978) found that the articulation and loading 
characterizing a (decision aiding) environment predict the ability to cope with 
the environment.   Thus, "the less structured and organised (sic) the environ- 
ment was—in terms of lack of articulation and higher loading—the more difficult 
to handle" (Shalit, 1978). 
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The principal suggestion is that those decision aids are superior which 
articulate the environment and which have limited emotional connotation.   Ar- 
ticulation, organization, and structuring are said by Shalit to be fundamental 
to proper understanding of the important aspects of a situation and how it can 
be successfully dealt with. 

The functions of a decision aiding device are often to help a user to under- 
stand properly what is important and to organize and structure relevant informa- 
tion so as to facilitate the making of appropriate decisions.   Therefore, a useful 
decision aid should increase a user's ability to differentiate and articulate the 
operational environment, while at the same time it should minimize the emotional 
loading so that the environment can be better coped with. 

Description of the Shalit Perceptual Organization and Reduction Questionnaire 

To employ the Shalit technique, the user lists all factors which he consid- 
ers relevant in the context under consideration. 

Because Shalit believes that writing the factors in the form of a list might 
affect the analyst's judgment, the factors are entered on a wheel shaped response 
form, as illustrated in Figure 2.   After entering the factors, the analyst ranks 
them according to their importance to him, with the understanding that ties can 
occur.   The assigned ranks are marked on the innermost circle of the wheel 
(Figure 2). 

Following the ranking, each listed factor is rated positive or negative 
(pleasing or displeasing) on a five point scale.   The degree and nature is indi- 
cated by placing ++, +, 0, -, — in the outer compartment of each factor. 

The information obtained can be conceptualized as a "structured" picture 
containing the number of factors, the clarity and range of the ranks, their load- 
ing, as well as information about the content of the universe. 

Scoring is straightforward, with each step reasonably well documented. 
Scoring falls into two categories:  (1) quantitative or scoring for structure and 
(2) qualitative or scoring for content.   The quantitative scoring involves calcu- 
lating three raw scores:  (1) a differentiation score representing the number of 
factors listed,  (2) an articulation score based on the range of rankings, and (3) 
a loading score based on a count off the + and - signs entered. 

From those three, several additional indices are constructed: (1) a reduc- 
tion score,  (2) an emotionality score, and (3) an intensity score.    The reduction 
score reflects cognitive organization.   It varies inversely with the degree with 
which factors have been ordered into ranks.    Situations with lower scores have 
a higher cognitive organization and can be expected to yield a better ability to 
cope with the demands of the environment. 
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Figure 2.   Shalit response form. 
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The emotionality index reflects the total emotional loading associated with 
a situation.   The higher the index, the higher the emotional potential associated 
with the perceived universe.    The intensity index reflects the interactions of 
emotional loading and cognitive organization.   It suggests both the relative 
strength and direction of the emotion associated with each factor. 

The scoring for content, or quality, uses a sentence mapping approach. 
Each of the factors listed in the wheel is first scored on four dimensions: (1) as- 
pect,  (2) target,  (3) mode, and (4) valence.   Aspect refers to the characteristics 
of the situation and can be classified as either cognitive, affective, instrumental, 
or physical.   The target dimension describes the parts of the environment and 
does not seem to be related to decision aid evaluation.   Mode suggests the kind 
of relationship that exists between the user and the situation.   Mode can be either 
self focused, interacting, or other focused.   Valence expresses the associated feel- 
ings as overtly expressed in the +, 0, or - signs. 

Potential Application in Decision Aid Evaluation 

On the basis of these concepts, it seems that the Shalit technique can be 
used as a tool for evaluating decision aids.   The reduction, emotionality, and 
intensity indices, along with the profile compiled from the qualitative scores, 
seem applicable to evaluations in a number of different ways.   The mode and 
structure of perceptions of an operational universe in which the decision aid 
is included can be obtained.   The same information can be obtained from an oper- 
ational universe in which the decision aid is excluded.   The two information sets 
might then be compared.    Possible changes in perceptive mode and structure as 
a function of decision aid effects might be analyzed and compared across the two 
situations. 

Other perceptions might also be analyzed and compared with the aided 
situation, e.g., a user's ideal aided operational situation or how other groups 
(experts, peers) might perceive the various situations. 

Other evaluative questions might also be answered through application of 
the Shalit technique.   Does the use of an aid enable a user to make a more appro- 
priate differentiation of the operational environment in which his task must be ac- 
complished?   Can he better assess the importance of each factor that must be con- 
sidered to arrive at reasonable operational decisions?   Does using the aid decrease 
the negative connotation in the user's perception of the operational environment? 
Does it increase the positive effect?   Does the decision aid supply data congruent 
with a user's mode of perception?   If not, how can the aid be modified so that its 
data and the user's perception are more compatible?   Is the degree of coherence 
in the organization of the perceptual data facilitated by using the aid?   Do tem- 
poral factors affect the indices and profiles?   Does the environment containing the 
aid compare favorably with an environment containing an ideal aid? 
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Advantages and Disadvantages of the Technique 

The Shalit technique seems relatively easy to apply and score.    It seems to 
be reasonably standardized and to possess content validity relative to decision 
aid evaluation.    Its empirical validity for decision aid evaluation has not been es- 
tablished.   The reliability of the method was reported by Shalit (1978) to have 
been investigated in a number of populations and found to be acceptable. 

The decision aid evaluative information that might be provided by the 
Shalit technique is of a character which is different from that which is provided 
by the previously discussed analytic evaluative tools.    Accordingly, the technique 
might best be employed as a supplemental tool in association with the use of some 
of the prior analytic methods. 

Multiattribute Utility Analysis 

Multiattribute Utility Analysis is a scaling method developed by Edwards 
(1971) for evaluating the utility of various courses of action in terms of "value" 
or "benefit."   In the present context, the technique may be employed to deter- 
mine the utility of an aid or to evaluate comparatively two or more aids in terms 
of their utility.   The technique represents a subset of evaluation methodologies 
classified by House (1980) as the "decision making approach."   In developing 
the method, Edwards (1971) dismissed as a myth the concept of a decision maker 
who makes decisions which, on the average, maximize his values.   Edwards also 
avoided the distinction between risky and riskless choices and ignored probabil- 
ities.    He treated all utilities as ordinal values, disregarded interactions, and 
presented a 10 step algorithm for utility assessment. 

Application of Multiattribute Utility Analysis 

The first three steps of Edwards' procedure require establishment of the 
important variables around which the utility analysis is developed.   This demands 
that the goals of the item (decision aid) whose utilities are to be established be 
identified. 

In the case of a decision aid, these would be provided by the developers 
of the aid or by operational personnel.   Next, the goals are ranked in importance 
and weighted so that the sum of the goal weights is equal to 100.   Then, the ex- 
tent of achievement of each goal is estimated.   The estimate is performed on a 0 
to 100 scale.   The magnitude assigned on goal "X" represents utility for that goal. 
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Finally,  an overall utility is calculated by the equation: 

U.      =    I.w.u.. 
i j   i   U 

where £.w. = 100 

U. - aggregate utility 

w. - normalized importance weight of dimension j 

u.. = utility of i in dimension j 

Prior Uses of Multiattribute Utility Analysis in Decision Aid Evaluation 

Multiattribute Utility Analysis has been employed within two decision aid 
evaluative studies  (Siegel 5 Madden,   1980; Madden 6 Siegel,   1980).    The results 
of its application provided a number of insights vis-a-vis aid improvement,  aid 
goal achievement,  and perceived utility.    The findings were apparently reliable 
and were not challenged.    This is somewhat surprising given that Edwards nev- 
er validated the method.    House (19B0) noted this gap and suggested that any 
support to the multiattribute utility analytic technique must rest solely on the 
virtue of its utility. 

Interviews 

Interviews (unstructured,  semistructured, and fully structured) repre- 
sent the final analytic technique to be discussed here.    Such interviews repre- 
sent a method for acquiring a wealth of subjective information about the accept- 
ability,  sensitivity,  design attributes, and utility of any decision aid. 

Interviews may be specifically tailored for the aid in question and for 
target interviewees.    Accordingly,  for a given aid,  there may be specific inter- 
views designed for inquiry into the reactions of operational personnel,  design 
personnel,  human factors analysts, computer personnel,  and the like.    More- 
over,  interviews may be implemented at one or more stages of the aid develop- 
mental process. 

As an interview becomes less structured, it allows for an increasing 
amount of probing by the interviewer,  but the reliability of the information 
probably decreases. 

Interviews have been successfully employed in a number of prior de- 
cision aid evaluations (Siegel 6 Madden,   1980; Madden 8 Siegel,   1980).    In 
this work,  interviews were employed as a supplement to a more formal eval- 
uation ,  and the interview results were employed to interpret and elaborate 
the quantitative findings. 
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Types of questions which may be investigated through interview meth- 
ods include,  but are not limited to: 

1. The adequacy  (and inadequacy) of a decision aid for 
each of its goals/objectives and how to improve the aid's 
adequacy 

2. Needed areas of improvement and why improvement is 
needed 

3. Specific characteristics of the aid most attributable to 
its projected success 

4. Specific characteristics that are likely to present prob- 
lems to the users and how 

5. New insights that the aid provides to its user; if none 
are provided how might the aid do so 

6. Pertinence of information;  what information could be elim- 
inated 

7. Information that the aid should provide,  but does not 

8. Comprehensibility of displays 

9. Adequacy of error messages 

10. Ease of use,  with examples of difficult areas and sug- 
gestions for improvement 

11. Adequacy of data updating procedures as conditions 
change 

12. Adequacy of the input formats with suggestions for 
improvement 

13. Other desirable features to be included in the decision 
aid and features which might be excluded 

14. Advantages diiu disadvantages of the aided as com- 
pared with an unaided procedure. 
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Summary Review of Analytic Methods 

The examination of analytic methods was not intended to be exhaustive. 
Rather,  the intent was to provide a broad perspective of the range of analytic 
techniques which are available for aid evaluation. 

Measurement Considerations 

Measurement may be conceived as the classification of observations into 
categories according to specific rules  (Cliff,   1973).    The analytic methods are 
concerned with how best to make the necessary observations and classify them. 
The similarities among the various methods in regard to observation and classi- 
fication can be appreciated in terms of Guilford's (1954) "internal response con- 
tinuum" or what others refer to as "intervening variables."     Guilford (1954) 
distinguished three continua which are relevant to the analytic methods.    The 
first two, the stimulus and the response (or judgmental) continua, are ob- 
servable,  while the third,  the internal response continuum, is not.    By and 
large,  each analytic method is based on one or more intervening variables 
(internal response continuum)  to account for observations, judgments,  or re- 
sponses in relationship to the stimulus  (aid feature)  continuum.    The inter- 
vening variables among the various methods are all essentially different proc- 
esses which demand different response patterns.    In addition,  they are aimed 
at assessing different stimulus characteristics. 

All of the analytic techniques relieve the evaluator from the criterion 
selection problem because individual criteria are embedded within the various 
techniques.    Unfortunately,  only one,  the Polydiagnostic Method,  also sup- 
plies a significance level as a byproduct of routine use.    However,  signifi- 
cance bands can be established for the information provided by most of the 
other techniques. 

Unfortunately,  the embedding of criteria within the analytic techniques 
may limit their utility.    The most general statement that one would want to make 
after an evaluation is that the decision aid is useful for fleet operations.    The 
information made available by the analytic techniques does not permit such a gen- 
eral statement. 

Application Generality 

Most of the analytical methods are specific in focus,  but they appear 
to have applicability to most types of decision aiding evaluative exercises. 

The analytic techniques are not location bound, and each technique can 
be used alone or with other analytic techniques. 

Each analytic technique can be incorporated within large scale,  control- 
led or quasiexperimental designs or in observational situations.    In addition, 
some of the information yielded by the methods can be used to develop causal 
or structural equation models. 
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CHAPTER IV 

THE EXPERIMENTAL METHODS, CONTROLLED AND QUASI 

Empirical research is generally divided into three categories:  (1) experi- 
mental,   (2) correlational, and (3) observational.    The experimental approach, 
characterized by rigorous control and direct manipulation of independent vari- 
ables, is the essence of empirical science.   The hallmark of correlational research 
is association, and the observational approach emphasizes description.   Associ- 
ated with each category is a difference in where the research is usually conduct- 
ed—from laboratory to field (fleet).    The laboratory to field vector might be con- 
ceived as increasing in realism and decreasing in precision.   This continuum might 
also characterize the differences between the aid evaluations possible in a labora- 
tory, in a more realistic simulated environment,and in the fleet. 

Concomitant with these differences is a further suggestion that aid evalu- 
ations conducted in a simulated environment will be less experimental and more 
correlational or observational in nature.   A number of research characteristics 
also seem to vary as decision aid evaluation is conducted along the laboratory 
to fleet continuum.    Table 2 lists a number of these characteristics and assesses 
them relative to the location of the evaluation.   These assessments suggest that 
advantages and disadvantages exist in each type of situation.   Accordingly, de- 
pending on the locus of any evaluation, different evaluative statements can be 
made about a decision aid. 

Table 2 

Research Characteristics of Various Situations 

Research Characteristics Laboratory High Fidelity 
Simulation 

Fleet 

Validity Low Moderate High 

Reliability High Moderate Moderate 

Precision of Dependent Measure High Moderate Low 

Objectivity High Moderate Moderate 

Control of Independent  and 
Confounding Variables 

Design 

Generality 

Statistical Tractability 

Rea1i sm/Fide1ity 

Outcome Statements 

High Moderate Low 

Experimental Correlational Observational 

Low Moderate High 

High Moderate Low 

Low Moderate High 

Causal Associational Descriptive 
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Control 

The ability to exercise research control is probably the characteristic that 
contributes most to the differences across locations.   Control over independent, 
exogenous, and endogenous variables engenders stability, reliability, and inter- 
pretability to date.   To control is to eliminate or equally distribute the effects of 
all possible sources of systematic and random bias and, as a result, to increase 
one's confidence that the obtained results are due to treatment.    Control should 
not be lightly discarded or dismissed simply because an evaluation is conducted 
in a realistic situation.   Control should be relinquished only hesitatingly, and as 
much control as possible should be exerted even if the evaluation takes place in 
the fleet or real world. 

Types of experiment 

Campbell and Stanley (1966) differentiated four kinds of experiment: con- 
trolled, quasi, natural, and pseudo. Only two types, controlled and quasi, are 
of concern here.    Both depend on the manipulation of variables. 

In quasiexperimental research, the prefix suggests that the manipulation 
is left to nature.    The manipulation occurs with minimum man-made design but 
allows for meaningful interpretations of the consequences, e.g., the effects of 
ash on crops can be assessed by sampling at various distances and directions 
from Mount St. Helena. 

Designs 

A great deal of literature is available on appropriate experimental designs. 
The interested reader is referred to Winer (1971), Kirk (1968), and Hays (1973) 
for treatments of experimental designs and applicable statistical techniques. 

Controlled Experiments 

Controlled experiments represent a "preferred" class of empirical research. 
In many ways, the preferred status is well deserved, although at times it has the 
appearance of an obsession that blinds some to its limits.   Experiments are pre- 
ferred for a number of reasons.   When used properly, they add strength to what 
can be said with confidence about a situation under investigation and make it 
possible to rule out all or most of the obvious, alternative explanations. 

This potential of controlled experiments is the primary reason for their 
status.    The potential starts with a basic building block, referred to by some 
as a factor (Stanley, 1973), and by others as an independent variable (IVAmato, 
1970), or a treatment (Nunnally, 1975).   Each building block necessarily demands 
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at least two levels, values, cells, or conditions of the independent variable and 
represents at a minimum the presence or absence of the variable of interest. Com- 
bining and recombining basic building blocks allows for designs that range from 
the very basic to those of high complexity.   The execution of increasingly complex 
designs is facilitated by the availability of good statistical models and the computer. 

The controlled experiment's methods lead to analysis by a variety of linear 
statistical models.   These allow the results to be decomposed into four uncorrelat- 
ed, additive components:  (1) treatment effects,  (2) interactions,  (3) interaction 
between subjects and observations in a repeated measures design, and (4) a re- 
sidual component attributable to experimental error.   Coupling the statistical mod- 
els with the computer produces statistical machinery that some feel is overly ele- 
gant given the quality of the measurement data.   Indeed, it is possible that the 
wide availability of computers and computer based statistical packages has prolif- 
erated the performance of complex and possibly ill-considered experiments—the 
constraint of the time and effort needed to analyze data being removed. 

Identifying Features 

Controlled experimental decision aid evaluation can be characterized as hav- 
ing a number of distinguishing features.   The features includes:   (1) direct con- 
trol and manipulation of characteristics of the aid or the conditions of its use,  (2) 
dependent variables that are indexed to the condition manipulated,  (3) control of 
all relevant and confounding variables, and (4) random assignment of subjects to 
various conditions. 

Items of Concern to Aid Evaluation 

Within this context, a number of comments may be made about the design of 
experiments performed for decision aid evaluative purposes. 

• Dependent variables should be linked directly to the 
independent variables.   If the independent variable is 
various conditions of aid use, the dependent measure(s) 
should be some directly linked variable such as the num- 
ber of hostile forces destroyed or amount of own force 
preserved. 

• Subjects should be selected whose characteristics match 
or closely match those of the anticipated user.   If the 
aid is designed for use by fleet aviation personnel, sub- 
jects with fleet air operational experience should be 
sought.    Subject experience may also be treated as an 
independent variable. 

• The problem solving scenario should resemble an oper- 
tional problem as closely as possible.   This realism adds 
to the acceptability of the results to operational person- 
nel. 
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Problems at varying difficulty levels should be employ- 
ed. Problem difficulty may be treated either as an in- 
dependent variable or may be confounded. 

The use of some decision aids depends on familiarity 
with the operation of computer terminals and knowledge 
of the mechanics of employing the aid.   Full training in 
these aspects is required if the results are not to be in- 
fluenced by these variables. 

In order to avoid inadvertent influence of the evaluator 
on the results, the evaluator should be removed from 
the testing situation.    Automatic recording of responses 
and automatic scenario presentation can "do much towards 
eliminating subtle evaluator influences. 

Quasiexperiments 

Controlled experimental methods have been widely used to evaluate oper- 
ational decision aids within the operational decision aid program of the Office of 
Naval Research.   As previously indicated, the methods were extensively utilized 
within this program by both the aid developers and by independent evaluators 
(Siegel 8 Madden,  1980; Madden 6 Siegel, 1980).    However, one problem with 
those studies is that the results were not readily generalizable to the fleet.   The 
lack of realism or fidelity within the laboratory setting employed was the primary 
detriment to generalization of the findings.   Quasiexperiments attempt to overcome 
this shortfall.    They allow an opportunity to increase realism (and hence, gener- 
alizability of results) without serious jeopardization of necessary controls. 

One feature which distinguishes "true" experiments from quasiexperiments 
is concerned with the type of independent variable manipulation involved.   In 
true experiments, the independent variable is manipulated by the evaluator over 
one or more levels while other conditions are controlled or held constant.   Quasi- 
experiments, on the other hand, dc not rely on evaluator manipulation over lev- 
els and control of other variables which might affect results.    Consider the follow- 
ing four evaluation schemes: 

1. Group A: Normal Conditions "* Introduce Aid * Calculate Difference 

2. Group A: Normal Conditions + Introduce Aid • Calculate Difference 
•+ Remove Aid * Calculate Difference 

3. Group A: Normal conditions  )   _ .  . 
Group B: Use Aid * Calculate Difference 

4. Group A: Use Aid * Remove Aid * Use Aid 
Group B: Normal Conditions * Normal Conditions 

* Normal Conditions 
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While there is   a "control" group in several of these schemes, there is no deliber- 
ate attempt to hold conditions constant or to equate the various groups.    More- 
over, subjects may enter or leave a group during the course of the evaluation. 

Finally, quasiexperiments often rely on correlational methods and measures 
of association.   On the other hand, "true" experiments rely on difference meas- 
ures. 

Dependent Variables 

One curious observation about quasiexperiments is that they are associated 
with multiple criteria.    In controlled experiments, one (or at the most two) de- 
pendent measures are typically employed.   In quasiexperiments, more dependent 
variables are often available and employed "in order to weave a net of circumstan- 
tial evidence regarding the 'reality' of observed findings" (Nunnally, 1975). 

In experimental evaluative research, the dependent variables are usually 
some index of decision quality.   The dependent measure of decision quality is us- 
ually marked as the end point and terminates the scenario.   This arrangement 
facilitates the data collection but might not be coincident with the arrangement 
found in the fleet.   Rather, in the fleet, an aid might be used iteratively to work 
out courses-of-action in a volatile, rapidly shifting situation.     In such a situa- 
tion, a number of criteria might be needed to determine how and to what extent 
an aid facilitates the operational requirements. 

A further reason for multiple criteria in quasiexperiments relates to the 
possibility of lack of control over relevant confounding variables.   To the degree 
that control is not possible, more evidence is needed to be able to make convinc- 
ing arguments.   For example, if evidence from various sources can be demon- 
strated to covary, then the convergence can be used to argue for or against the 
usefulness of the aid. 

Partial Correlation 

In a quasiexperiment, random assignment of subjects to groups and treat- 
ments may be the exception rather than the rule.    Subjects are often assigned to 
groups by virtue of circumstances.   Partial correlation is appropriate when groups 
possess characteristics that may influence or be related to the variables of the de- 
cision process. 

Uncovering Spurious Relationships 

Properly used, partial correlation becomes an excellent technique for un- 
covering spurious relationships.   A spurious correlation is a relationship between 
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two variables (A and B) in which the relationship is the result of the fact that 
t A and B vary with some other variable, C.    Should the effects of C be control- 

led or held constant, then A and B may no longer covary.    Accordingly, a par- 
tial correlation between two variables is one that nullifies the effects of a third 
variable on both of the remaining variables being correlated. 

Example of a Spurious Relationship 

The correlation between decision performance and aptitude of personnel 
where age is permitted to vary would be higher than the correlation between 
decision performance and aptitude in a group at constant age.    The reason is 
obvious.   Older personnel have more operational experience.   Age is a factor 
that enhances the strength of the correlation between decision performance 
and aptitude.   If an evaluator wishes to know the correlation between decision 
performance and aptitude with the influence of age ruled out, the evaluator can 
control for age in his selection of subjects.    However, the partial correlation 
technique enables the evaluator to accomplish the same result without forming 
two equivalent age groups. 

Intervening Variables 

Another possible application of partial correlation exists because of its 
ability to aid the evaluator in his search for intervening variables.   While there 
is no mathematical difference between the computation of partial correlations de- 
signed to locate spurious relationships and those used to identify intervening 
variables, the conceptual issues are different.   The search for intervening 
variables is highly related to the issue of causality.   For example, an evaluator 
may wish to say that variable A leads to variable B, which in turn leads to var- 
iable C. 

Consider a hypothetical study in which an evaluator is concerned with 
the contribution of personnel characteristics and decision aid effectiveness to 
mission success.    Given the matrix of correlation coefficients shown in Table 3, 
the evaluator might hypothesize that:  (1) the contribution of personnel charac- 
teristics and aid effectiveness are direct, or (2) the major portion of the corre- 
lation is due to the indirect relationship between aid effectiveness and person- 
nel characteristics.   A solution to this problem can be reached by computing: 
(1) the partial correlation between aid effectiveness and mission success,  (2) 
the partial correlation between personnel characteristics and mission success, 
and (3) an examination of the zero order correlation coefficients.   The conclu- 
sion reached in the case of the Table 3 data is that aid effectiveness transfers 
to personnel characteristics which then transfers to mission success. 
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Table 3 

Hypothetical Matrix of Correlations 

MS AE PC 

Mission  Success   (MS) 1.00 .50 .42 

Aid Effectiveness   (AE) 1.00 .68 

Personnel Characteristics   (PC) 1.00 

Locating Relationships 

Another problem is locating relationships where none appear to exist.   Here, 
again, the mathematical methods are the same, but the conceptual issues are dif- 
ferent.    Suppressor variables can act to hide or suppress true relationships.   Var- 
iable A may show no relationship to variable B because variable A is negatively 
related to variable C, which in turn is positively related to variable B.    Accord- 
ingly , variable A may be expected to be positively related to variable B when 
one controls for the effects of variable C.   One may employ partials to provide 
insight into such questions (Nie et al., 1975). 

Statistical Issues in Partial Correlation 

When only one variable is held constant, it is customary to speak of a first 
order partial correlation.   When two variables are held constant at the same time, 
the coefficient is called a second order partial correlation.    Actually, there is no 
limit on the number of variables that can be held constant.   However, in actual 
practice, fourth order and higher partials are seldom seen. 

In one sense, the use of partial correlation is a statistical substitute for 
experimental control.   Linearity of relationships is assumed.   When the relation- 
ship is nonlinear, only the linear component of the relationship is partialed out. 

Multiple Regression 

Multiple regression enables the evaluator to examine systematically the 
relationship between a dependent (criterion) variable and a set of independent 
(predictor) variables.   The specific question of interest to the evaluator may 
be: What combination of aid characteristics best predicts the criterion? 

In a standard multiple regression, all specified predictor (aid character- 
istics) variables are entered into the regression equation in a single step.   Al- 
ternatively , each of the predictors can be entered into the equation one by one 
in either an order specified by the evaluator or on the basis of statistical cri- 
teria. 
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A multiple regression prediction equation takes the four of Y: - a + bX, 
+ b2X2 + ... + b X , where Y is the estimated or predicted value of aid effec- 
tiveness, Xi, X2,..., Xn are the aid characteristics,bi, b2 bn are weights 
by which the values of the aid characteristics are multiplied, and a is the constant 
added. 

Example of Application 

An example of the application of regression analysis in a design in which 
one independent variable is continuous and another is categorical is the situation 
in which an evaluator is interested in the effects on decision accuracy of:  (1) a 
decision aid, and (2) the preparation level of the decision makers.   Another ques- 
tion of interest to the evaluator might be whether or not there is an interaction be- 
tween the two groups, one using the decision aid and the other not using the aid. 
Within these groups, subjects are allotted 50, 100, 150, or 200 minutes of training 
time.   At the end of a training period, a mission simulation is conducted to collect 
data.    Note that while aid vs. no aid is a categorical variable, preparation time is 
continuous.    Such a study will produce two regression lines. Two questions may 
be asked about the regression lines.    First, are the regression lines parallel? 
Equality of slopes means that the effect of preparation time is the same whether 
or not the decision aid is employed.    Second, is the elevation of the regression 
lines equal?   Equality of slopes and intercepts means that a single regression line 
fits the data for both groups.    In such a case, it may be concluded that the use 
of the aid has no favorable effect.   If, on the other hand, the regression coef- 
ficients (b's) are equal while the intercepts (s's) are not, the results indicate 
that the aid affects performance along the entire training time continuum. 

Cross-Lagged Correlation 

In a decision aid evaluative study, the evaluator may wish to know wheth- 
er or not any decision improvement evidenced in an aided condition is actually 
caused by the use of the aid.    Correlational measures show association but not 
necessarily causation.    However, causal relationships may be established on the 
basis of correlational studies.    This approach has been classified as quasiexperi- 
mental by Campbell and Stanley (1966). 

Logic of Cross-Lagged Correlation 

The following discussion of cross-lagged correlation is based on the dis- 
cussion of Cook and Campbell (1979).   In Figure 3, A and B represent two var- 
iables.   Each variable is longitudinally measured at two points in time.   The cor- 
relations, rAiBi and rAiB2 , and the retest correlations rA^A2 and rBiB2, pro- 
vide a framework for interpreting the cross-lagged correlations, rAiB2 and rBiA2. 
If A is a cause of B, it can be expected that rAiB2 will be greater than rBiA2. In 
the figure, there is a clear A * B causation.    Increases in Ax cause increases in 
B2.   Equivocality of interpretation is avoided because rAiB2 is also greater than 
rAiBi or A2B2 and because the latter two are approximately equal. 
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 .78  B2 

Figure 3   Cross - lagged correlation framework 

Example 

Figure 4 presents hypothetical cross-lagged correlational data for ratings 
of satisfaction with an aid and use of the aid during operations.   Two data col- 
lection points separated by six months in time are represented.   There is a 
strong rAiB2 relationship, and rA]B2 (.70) is greater than rAiBi (.42) and 
rA2B2 (.48).   The results can be interpreted as indicating that satisfaction 
with an aid causes it to be used during operations. 

6 MONTHS 

SATISFACTION 
WITH AID 

A, 
.90 

SATISFACTION 
WITH AID 

A7 

.42 

USE DURING 

OPERATIONS 

.48 

.82 
USE DURING 

OPERATIONS 

B? 

Figure 4.   Hypothetical cross -lagged correlatation coefficients 
for satisfaction with aid and use of aid during 

operations. 
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Problems and Limitations 

Kenny (1979) views cross-lagged correlation as a valuable tool for ruling 
out rival hypotheses of spuriousness.    Kenny views the technique as largely an 
exploratory strategy for data analysis designed to uncover simple causal rela- 
tionships.   An experiment in which the causal variable is manipulated should 
follow a cross-lagged correlational finding. 

Structural Equation Models 

Structural equation models represent another way for answering the basic 
question asked by cross-lagged correlation—whether or not a given action was 
responsible for an observed event. 

There are two types of structural equation models: recursive and non- 
recursive. A recursive model is one in whieh all the causal linkages run "one 
way"; that is, no reciprocal relationship exists between two or more variables. 
The nonrecursive model is one in which two or more variables operate, such 
that "each affects and depends on the other" (Duncan, 1975) and act somewhat 
like a feedback loop. 

Recursive models are the most widely used because their nature makes 
them easy to solve by standard least squares analysis. Nonrecursive models, 
on the other hand, unless specified very exactly, can be difficult to solve. 

A recent conceptualization of how to solve structural equation models has 
resulted in the method of maximum likelihood estimations.    Also, computer anal- 
ytic packages such as LISREL, enable rapid, efficient estimation of the coeffic- 
ients based on maximum likelihood.   The coupling of the different approach to 
solving structural equations with a readily available computer package should 
lead to greater use of structural equation models.   This is especially true be- 
cause the maximum likelihood estimates allow for solutions to many structural 
equation models which in the past would have not been solvable. 

Developing Structural Models 

Developing a structural model requires some understanding of the situ- 
ation under study.   It demands thinking about the problem in causal terms. 
One way to develop a structural T.odel is to think of all the possible explana- 
tory "causes," reject as many as possible, and then model the remainder.   As- 
sume that there are four dependent variables and a model is to be built that 
expresses the relationships among them.   Also, assume that the variables can 
be arranged in an unambiguous causal ordering—Xi, X2, X3> and X„.    The 
ordering indicates that Xi is not caused by any of the other variables; X 2 is 
not caused by X 3 or X,,, etc.   Because Xx   has no cause among the variables, 
it is called exogeneous, while the remainder are called endogenous. A matrix 
of the possible effects of each variable can be developed, as below: 
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Causal 

Effect 

/ 

/ 

/ 

2 "3 

0 0 

0 

/ 

/ / 

The  0 entries indicate that no causal relationship exists in a row-column inter- 
sect.    As entered, the model is recursive. 

These relationships can be illustrated as: 

u 

The structural equations for the model are: 

X1    = exogeneous variable 

X2   =  b21Xl + U 

X3   • b32X2 + b31Xl + V 

X4   " b43X3 + b42X2 + b41Xl + W 

where: b is a structural coefficient and indicates the influence 
that the "independent variable" has on the dependent 
variables, and 

u, v, and w are unidentified disturbance sources and 
represent the variance in the dependent variable that 
cannot be accounted for by the structural coefficients. 
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The matrix, equations, and diagram all represent the same model.    The 
merit of the model is measured by the variance that it can account for in a set 
of observations.   Each equation is solved by using variances and covariances 
estimated from sample moments to estimate, in turn, the structural coefficients. 
The coefficients can then be used to determine R2, the amount of variance ac- 
counted for by the model. 

Using the squared multiple correlation to assess a model's power is one, 
but probably not the best way to evaluate the result.   Insofar as structural 
equation models have other properties that make them valuable, the size of R2 

should not be a sole determining factor in assessing the model, e.g., the model 
might have heuristic value because it allows for a clear illustration of some rela- 
tionships, or it might have value because it allows for the generation of important 
hypotheses. 

Application to  Decision Aid Evaluation 

At least two methods for employing the structural equation approach to de- 
cision aid development are evident.   One is concerned with modeling the decision 
process itself. The other rotates around using data derived from the application 
of the analytical techniques (Chapter III) to determine what causes a given aid to 
possess merit. 

Decision Process 

The numerous variables that might have an effect in determining the out- 
come of the decision process provide a clear basis for developing a structural 
equation model.   A structural equation model (Madden 6 Siegel,  1980) of the de- 
cision process for emission control in Navy task forces serves as an example. 
Five variables were selected for inclusion in the model.   Three were treated as 
endogenous variables and were outputs of the decision aid:  (1) tradeoff score, 
(2) surveillance score—indicative of degree of protection of the task force, and 
(3) information denial score—indicative of the targetability of the task force. 
The tradeoff score indicated the degree to which the other two scores are bal- 
anced.   The final two variables were treated as exogenous—one symbolized the 
need for protection and the -.ther a security need. 

The structural model is illustrated as a diagram in Figure 5.    Straight 
lines in the model indicate a causal relationship.   The direction of the causality 
is indicated by the direction of the arrows on the straight lines.   The bent 
lines containing bidirectional arrows indicate relationships between exoge- 
nous variables and between disturbance terms. 
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S,=  80 

fi3=B»=-20 

f^ = S0 

ENDOGENOUS VARIABLES 

EXOGENOUS VARIABLES 

DISTURBANCES 

X, = TRADE SCORE 
X»= SURVEILLANCE SCORE 
X,= INFORMATION DENIAL SCORE 
X,= NEED FOR   PROTECTION 
Xj= NEED FOR SECURITY 
u 
v 

STRUCTURAL EQUATIONS 

X,= RjjX5 +• P»X,+ u 

X,= tV4X4+  PaX,+ v' 

X,= P0X, 4 ?„)(» + *' 

Figure 5.   The tradeoff structural equation model for one 
operational decision aid. 
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The exogeneous variables are not the concern of the model and are con- 
ceptually distant, but necessary, components.    The first exogeneous variable, 
Xi,, represents the need to protect the task force, and it was assumed that the 
effect of this need was to maximize surveillance coverage.   The second exoge- 
nous variable, X5, represents a need for security, and it was assumed that 
this need resulted in a maximization of information denial.    Both exogeneous 
variables are conceived as latent variables which cannot be measured directly 
and must be estimated.   The premise behind these variables is that they repre- 
sent two divergent responses to a state of primary motivation.    This primary 
motivational state, which is not incorporated within the model, is assumed to 
be a function of a number of factors, such as the mission of the task force, the 
psychological makeup of the task force commander, relevant intelligence, and so 
forth. 

Each exogeneous variable has a direct effect on one endogeneous variable. 
The "protection need," X«, has a direct causal effect on X2, the measure of sur- 
veillance coverage (the surveillance score), forcing it toward a maximum value. 
The "security need," X5, has a direct causal effect on Xi, the measure of in- 
formation denial, forcing it toward its maximum. 

Obviously, maximum values of the X 2 and X 3 variables cannot lead directly 
to the balance the tradeoff requires.   Therefore, some other causal Linkage must 
be assumed which will modify these maximizing tendencies.    The causal linkage be- 
tween X2 and X3 represents the point in the model where reciprocating activities 
result in a modification of each.   The paths of each, the effect of X2 and X3 and 
that of X 3 and X 2, are represented in Figure 5 by the double lines between them. 
Each arrow represents an effect in the opposite direction.   It is further assumed 
that X2and X3 both affect Xi, the tradeoff score (the measure of achieved bal- 
ance) . 

The model attempts to account for the variance in each of the endoge- 
nous variables, Xi ,   X2 ,  and X3 ,   as functions of causal relationships.    How- 
ever, total variance can never be completely accounted for by a model.   The 
relationships are therefore assumed to be attentuated by disturbance terms. 
The disturbances shown in Figure 5 (u, v, and w) represent other correlated 
sources of variance in the endogenous variables not specified in the model 
(Duncan, 1975). 

The model, which is nonrecursive and fully identified, may be repre- 
sented by three structural equations: 

X3   =    P35X5 + P32X2 + U' 

X2   =    P24X4 + P23X3 + V' 

Xl   =    Pl3X3 + Pl2X2 + w' 

where the p's are the structural or path coefficients and where because of the 
correlation in the disturbance terms: 
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u'    =    P3uu + P32P2vV 

v'    *    P2vv+P23P3uU 

W    =   Plww + p13u- + p12V 

In structural equation models, a simplifying assumption is that the path coeffici- 
ents for the direct effect of the disturbances equals one (Duncan, 1975). There- 
fore, the disturbances terms can be rewritten: 

u"    =   U + p2vv 

V    =    PV + P3uu 

w1    =    w + P13u' + P12
v' • 

Implications 

The model suggests that the composition of the aid is such as to support 
the motivational and the cognitive needs for developing an effective plan.   In ad- 
dition, byproducts of the model development can be meaningful for an evaluator, 
e.g., the structuring of the model and the testing of various alternatives permits 
one to identify important sources of information. 

The final implication of ascertaining the causal relationships is that the 
data can be used as an additional argument about usefulness.   This evidence 
may very well be unique.    Subtle differences in the weight that a user places 
on a variable can be brought out by the appropriate application of the struc- 
tural equation model approach. 

Use of Data from Analytic Techniques 

The second area of application of structural equation models is concerned 
with analyzing the relationships between the dependent variables representing 
the output of the analytic methods and the decision quality produced by an aid. 

The variables used in the subsequent exposition are derived from the 
Shalit Perceptual Organization and Reduction Questionnaire and the Polydiag- 
nostic Method.   From the Shalit technique, the reciprocal of the reduction index 
(Red I), the emotionality index (E), and the intensity index (I) are used, while 
three hypothetical variables (Vi, V2, V3) are used that can be thought of as ex- 
pressing qualities found to describe an aid's "personality" as indicated by the 
Polydiagnostic Method. 

Two models will be developed.   Both are designed to assess "decision qual- 
ity ." 
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Multiple Indicator Model 

A multiple indicator model is one in which one or more variables are indexed 
by any number of indicator variables. The indicator variables are represented as 
functionally related to the indexed variable(s). How the models can be differently 
developed and the subsequent differences in their illumination of reality is demon- 
strated by two multiple indicator models—Model I and Model II. Both models are 
presented in Figure 6. 

Both variations assume that a latent variable, L, conceived as a primary mo- 
tivational state directly affects qualities V*i, V2, and Vj   measured by the Poly- 
diagnostic Method.   The qualities, in turn, have no effect on other variables. 
They are represented as multiple indicators of the current state of the latent var- 
iable. 

In both model variations, the latent variable affects the E and I scores de- 
rived from the Shalit technique. E and I then directly affect the output from the 
aid, A, B, and C. 

Beyond this point, the models differ.   Model I indicates aid related vari- 
ables as affecting two dependent variables in independent and parallel processes. 
The variables affected are the reduction index and decision quality.    According- 
ly, the model conceives of both the perceived structural organization and the 
final decisions as being multiple indicators of the intensity, emotionality, and the 
outputs from the aid. 

Model II, on the other hand, suggests that the aid's output directly affects 
the user's perceived structural organization, the reduction index, and this, in 
turn, functions as the immediate cause of the decision quality.   The process here 
then is dependent and serial. 

"Reality" 

The two models present different pictures of "reality." Model I suggests 
that the perceived structuring of the environment is a function of the aid use 
but has no bearing on the decision quality. However, Model II indicates that 
decision quality is a function of perceived environmental structure. The dif- 
ferences between the models demonstrate that rather different interpretations 
of events could be incorporated in different structural equation models and, 
accordingly, provide a reasonable basis for testing why an aid functions as it 
does. 

Limitations 

No model may be thought to be an expression of a fundamental theory. 
Models are meant to be descriptive.   They may be indicative of a plausable 
causal ordering of variables.   Much is left out of any model.   In addition, 
causal models are often simplified by making them recursive.   Such oversim- 
plification may represent a highly unlikely state of affairs, given the interac- 
tive nature of the operational environment in which a decision aid is used. 
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Model  I 

Dec Q 

*-~1/RED I 

Model II 

1/RED l-»Dec Q 

Figure 6.  Two possible multiple indicator models using the output of two 
analytic techniques. 

l/RED I =  reciprocal of reduction index 

E 

I 

3 

Dec Q 

emotionality index 

intensity index 

quality 1, hypothesized 

quality 2, hypothesized 

quality 3, hypothesized 

Index positive related to decision quality 

display found by matrix analysis to be highly related 
to user's decisions 

display found by matrix analysis to be highly related 
to user's decisions 

display found by matrix analysis to be highly related 
to user's decisions 

latent variable, exogenous 
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Time Series Analysis 

The time series design relies on repeated measurement over time of the be- 
havior or process under investigation.   The method has traditionally be used 
when some event occurs which may affect the situation under study.   The inves- 
tigator looks for an association between changes in trend of the situation under 
study and the occurrence of an event, i.e., introduction of a decision aid.   The 
time series design seems particularly applicable to aid evaluations conducted in 
the fleet. 

Simple Interrupted Time Series 

The most basic time series evaluation design requires one experimental 
group and multiple observations before and after treatment (introduction of a 
decision aid).   The design is diagrammed below.   Here, X represents the time 
of the treatment introduction. 

°1   °2   °3   °4      X       °5   °6   °7   °8 

Figure 7 presents, as an example, ficticious data acquired before and after the 
introduction of a decision aid.   A major advantage of this time series design is 
that it allows assessment of the maturational trend prior to, as well after, the 
intervention. 

Interrupted Time Series With No Treatment Control Group 

If one considers the addition of a no treatment control group to the prior 
design, the resulting quasiexperimental evaluation design is diagrammed below: 

Group A:    O     02   Og   O^ 

Group B:    Q1   Q2   O3   Q4 Q5   Og   Q?   Q8 

Hypothetical results from such a study are shown in Figure 8. Figure 8 
suggests that the introduction of the aid caused improvement in decision accu- 
racy because the trend lines diverge after introduction of the aid. 

Interrupted Time Series With Removed Treatment 

The interrupted time series design with removed treatment essentially in- 
volves two interrupted time series.   The design is diagrammed below: 

II °1   °2   °3   °4     X    °5   °6   °7   °8     X    °9   °10°llO12 
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Figure 7.   Change in aircraft availability as a result of introducing a maintenance 
decision aid (hypothetical data). 
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Figure 8.   Divergence in decision accuracy for experimental and 
control groups after introducing the decision aid to 
the experimental group (hypothetical data). 
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The first stage, from 05 to Oe is designed to permit assessing the effects of the 
presence of the treatment (introduction of the aid) and the second, from 09 to 
Qi.2, is designed to assess the effects of removing the treatment (removal of the 
aid).   One might hypothesize that the slope would change in one direction between 
05 and Oe and then change in the opposite direction between 09 and 012.    Since 
there are two separate time series, the overall design has somewhat more strength 
than a simple time series. 

Interrupted Time Series With Switching Replications 

Given two samples, each of which receives the aid at different times, one 
group can serve as a control for the other. One group serves as a control and 
later receives the aid; then, the original treatment group serves as the control. 
The design is diagrammed below: 

Group A: Oj 02 O3 04 O,. Og Oy Og X Og 01Q 

Group B: Oj 02 O3  X 04 O,. Og Oy Og Og 01Q 

The logic of this design is that external validity is enhanced when an effect can 
be demonstrated with two samples in two settings at different periods of time. 

Statistical Analysis of Time Series Data 

While several techniques may be employed in the analysis of change over 
time, regression analysis is the one most commonly employed.   Two fundamen- 
tal types of data are made available by the time series design:  (1) cross sec- 
tional data including observations on data at a given point in time, and (2) time 
series data, in which one has a set of observations over a series of time points. 
One can employ techniques based on regression analysis for either type of data. 
However, one critical difference between cross sectional analysis and time ser- 
ies analysis is that, for the latter, it is critical that the data be processed in 
order of the time periods involved. 

Auto regressive integrated moving average (ARIMA) analysis developed 
by Box and Jenkins (1976) represents the most widely used time series analy- 
tic method.   Time series models typically have two components. The first com- 
ponent describes the systematic behavior of a time series and is called the de- 
terministic component.   The second component is called the stochastic compo- 
nent because it describes an underlying process of unobserved errors that 
make the observed time series less predictable.   A major goal of the analysis 
is to discover the structure of the systematic part of the stochastic component 
and represent it as an equation. 
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Limitations of Time Series Designs 

Time series designs are usually based on interventions at a fixed point in 
time.   Unfortunately, an intervention at a fixed point in time may diffuse slowly 
through the population.   Treating a diffusion curve as though it is a step func- 
tion can create problems of interpretation.   When it is anticipated that an inter- 
vention will disseminate slowly, it is desirable to collect data designed for the 
purpose of describing the diffusion process (Box 6 Jenkins,  1976). 

Textbooks dealing with the statistical analysis of time series designs sug- 
gest different rules of thumb for the number of time points required.   About 50 
observations are generally considered as sufficient for estimating the structure 
of the correlated error. 
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CHAPTER V 

A SYSTEMS APPROACH TO DECISION AID DEVELOPMENT AND EVALUATION 

The purpose of Chapter V is to outline a procedure for applying general 
system and system engineering approaches to the evaluation of decision aids. 
This requires that decision aids be conceived as man/machine systems or sub- 
systems.   Taking the systems perspective rests on the view that decision aids 
and their users are components of subsystems that must fit into the larger col- 
lection of subsystems that compose a total system.   The major subsystems of the 
larger system could be classified by function such as command and control, com- 
munication, information, radar, sonar, etc. 

Developmental and Evaluational Scheme 

The hallmark of a good system is that it does what it was intended to do. 
Arriving at this state-of-affairs is not a chance happening.   Rather, it is 
achieved by careful design and test of the system, its features and subfea- 
tures.    This is represented by a cycle of analysis, design, development, imple- 
mentation, test, and redesign.   Each stage of the cycle is completed when some 
prespecified criteria are demonstrated to be met.   Then, the next level is enter- 
ed until finally, after having proven its capabilities at each development stage, 
the system does what is was intended to do and full operational deployment is 
implemented. 

Note that within the cycle, the output of each stage represents the input 
to the next stage. 

Following the principle of a continuous process with the output from each 
stage representing the input to the next and full test at each stage of the de- 
velopment cycle, the developmental cycle for a decision aid may be conceived as 
shown in Figure 9.   The figure is read from the left to the right, with the poten- 
tial evaluative techniques which are applicable at the conclusion of each stage 
shown in the shaded box following each stage.   The five stages in the develop- 
ment of decision aiding subsystems are identified as:  (1) system conception, (2) 
system definition, (3) system design and development, (4) validation, and (5) 
operational evaluation. 

Stage 1—System Conception 

The decision aid design, development, and implementation cycle starts, 
in this context, with a conceptual phase.   The output of this phase is a sys- 
tem concept.   To derive the decision aid system concept, a variety of sources 
may be consulted and a variety of analytic techniques employed.   Possibly, the 
most important of these is a system/mission analysis in terms of the goals of the 
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mission to be supported by the aid, the current decision aiding needs and their 
importance, the current operator functions (unaided), the operator functions 
which require aiding, the required decision accuracy, and some quantification 
of current sources of errors and how the errors might be reduced by aiding. 
The result of the work of this stage is a full concept which is sufficiently de- 
tailed to allow one to know with some degree of exactness what the aid will do, 
how quickly it will do it, what the developmental time and cost will be, what 
requirements the aid will meet and what requirements it will not meet, the as- 
sumptions and risk areas, and, most importantly, the aid's technical and its 
operational objectives and how the aid will accomplish these objectives. 

The concept can then be subjected to evaluation through a number of 
evaluative techniques.    These include, but are not limited to: interviews with 
user personnel, cost/benefit analysis, multiattribute utility analysis, and re- 
view by other professionals.   Minimal considerations during such reviews are: 
internal consistency, generality, cost of development and use, content validity, 
richness of output, construct validity, and completeness. 

In the case of conflicting or alternative concepts, a tradeoff analysis can 
be completed to allow the choice of a preferred concept. 

Stage 2—System Definition 

The system definition stage commences once the concept has been refined 
on the basis of the prior evaluation(s) and fully agreed on.   During the defini- 
tion phase, the aid's concepts are hardened, the aid is fully specified in terms 
of the input data it will accept, and the output data it will provide.   The format 
of each output display is specified, and the internal structure is developed. This 
includes all necessary computer logic, algorithms, and representations.    The pro- 
gramming language is also selected during this stage on the basis of compatibility 
with the anticipated host computer system. 

The end result of the work of this phase is a concrete description of the 
aid, its input data and how the input will be converted to outputs, what the in- 
put and the output formats will be, and fall-back positions for any problem 
areas. 

The evaluative techniques available for use at the conclusion of this stage 
are: expert review, user review, multiattribute utility analysis, cost analysis, and 
tradeoff analysis.   Mock-up and/or simulation studies can serve to refine the us- 
er interface.   These can employ the experimental and the quasiexperimental meth- 
ods described in earlier sections of this report.   Also, several of the paper-and- 
pencil analytic methods, described earlier, can be employed for evaluative pur- 
poses at this developmental stage. 

Internal consistency, generality, cost of use, content validity, richness of 
output, and merit ordering must again be considered at this stage. 
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Stage 3—System Design and Development 

The output from the definition stage represents the input to the design 
stage.   In the design stage, the aid is programmed in accordance with the sys- 
tem definition, and a preliminary product results. 

This preliminary product is subjected to a number of tests.   These are 
largely related to the sensitivity of the aid.   In these tests, input parameters 
are varied, and the effects of this input variation on output are examined. Are 
the effects realistic?   Do they seem to be in the proper direction and of the 
proper magnitude?   Are any illogical results obtained?   Are the results continu- 
ous?   Particular attention is paid at this juncture to indifference to trivial aggre- 
gation, correct directionality over the entire range, internal consistency, and 
satisfaction of specifications.   Limited user tests are also suggested at this stage. 
These tests help to uncover problems associated with the user-aid interface.   If 
operating instructions are to be supplied with the system, these should also 
form a part of the user tests.   And, as before, the paper and pencil evaluative 
techniques and interviews can be employed to allow an additional verification of 
the operator-aid interface. 

Stage 4--Validation 

The validation stage starts with the decision aid as revised at the con- 
clusion of the development stage and ends with a set of statements about the 
extent to which the final aid has achieved the purposes established during the 
system conception stage.   Regardless of context and specifics, the purpose of 
a decision aid is to help a decision maker to make decisions.   Accordingly, vali- 
dation implies a quantitative measure of the extent to which this goal is achieved. 
Other questions involved in validation may involve why the aid works, what at- 
tributes of the aid make it work, and how can it be made to work better? 

To these ends, some type of at least moderate fidelity simulation of the 
context in which the aid will be used as well as high fidelity simulation of the aid 
itself are basic.   The experimental and the quasiexperimental methods, describ- 
ed earlier, are appropriate here, but a number of the other techniques are ap- 
propriate for collecting supplementary data relative to other questions of inter- 
est. 

Validation is not necessarily a unitary event.    Several validational stud- 
ies may be necessary to acquire all important information.   And, even if the 
results of an initial validation are positive (or negative), cross validation is 
usually required. 

The validation results will state, to a greater or a lesser extent, how 
well the decision aiu meets its technical objectives.   If the technical objec- 
tives are met, then an operational evaluation is in order. 
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Stage 5—Operational Evaluation 

During the operational evaluation stage, the aid is installed on an operat- 
ing system and tried during Navy operations.   Here, the quasiexperimental meth- 
ods, user evaluation, and the interview methods, described earlier, will be most 
appropriate.    The difference between the objectives of the validation stage and 
the operational evaluation stage is that the validation stage is primarily concern- 
ed with whether or not the aid meets technical objectives, vhile the operational 
evaluation is concerned with whether or not the aid serves operational objectives. 

After operational evaluation, the aid may enter limited, and then extended, 
use or some refinements may be indicated.    If refinements are indicated, the re- 
quired redesign is implemented.   This may require a return to one of the earlier 
stages.    After redesign, operational evaluation is performed again. 
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